A NEW IMAGING ALGORITHM FOR ELECTRIC CAPACITANCE TOMOGRAPHY

ABSTRACT
A new imaging algorithm of permittivity for Electrical Capacitance Tomography (ECT) was proposed in this paper. Some aspects of sensitivity analysis and the application of adjoint variables were discussed. In the final section of this paper some advantages and disadvantages were shown.
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1. INTRODUCTION

The motivation for writing this work is the need to build a hybrid tomograph, combining the possibility of electrical impedance tomography and electrical capacitance tomography. The main problem is designing compact electrodes suitable for both tomography types. Impedance Tomography is already a mature technology in the field of both imaging and hardware [6, 7, 8, 9, 14]. Measuring is more difficult in capacitance tomography [12, 15]. Colleagues from the Warsaw University of Technology, Faculty of Electronics and Information Technology are working on the latest generation of such a tomograph: the ETV4, with internationally unique operating parameters [2].

The key point of imaging in electrical capacitance tomography (ECT) is to measure the capacitance between electrodes in order to create a dielectric property distribution image. The aim of this study is to present an alternative imaging method.
that does not require the measurement of capacitance, which is usually very small and
difficult to measure [1, 2, 5]. The rule in Field Theory is that quantities which are
difficult to measure are also extremely difficult to use in numerical calculations.

It should be emphasized that existing ECT applications are mainly associated
with the imaging of multiphase flow in pipelines in the petrochemical industry, and with
the control of the emptying of silos (see the work of Prof. D. Sankowski’s team from the
Institute of Applied Computer Science, or the work of R. Szabatin and W. Smolik’s
team from The Warsaw University of Technology, related to the 3D imaging of the
dynamics of gas bubble release). The authors do not know of any work concerning the
use of ECT for static objects, such as moisture in historical walls, for which other more
or less invasive methods are prohibited by law. Such work is provided by the Lublin
company NETRIX led by T. Rymarczyk. In cases like this, difficulties occur with the
classical ECT algorithm because of the parasitic capacitances that occur due to an air
layer which is difficult to determine ($\varepsilon_{r,\text{air}} \approx 1.00054$), appearing between the electrode
surface and the investigated object ($\varepsilon_{r,\text{brick}} \approx 4.5$). This will act as a serial connection
of three capacitors, with two small parasitic ones connected to the main one. Therefore it is
necessary, just as in the medical application of ultrasound, to use coupling gel (of high
permittivity) that minimizes the impact of parasitic capacitances.

The disadvantages of the classical ECT algorithm have inspired a search for new
and better solutions. Another reason for our proposal is the concept for building
a hybrid impedance-capacitance tomograph which is a research objective of the NETRIX
company. Such a tomograph would simplify both the sensors, and capacitance sensor
installation in closed metal ducts.

2. IMAGING ALGORITHMS FOR ELECTRICAL
CAPACITANCE TOMOGRAPHY

The relationship between the capacity and distribution of electric permittivity
can be formulated as follows [4]:

$$C = \frac{Q}{V} = -\frac{1}{V} \int \varepsilon(x, y) \nabla \phi(x, y) \, d\Gamma,$$  \hspace{1cm} (1)

where:
- $Q$ – is the electric charge accumulated at the electrode surface,
- $V$ – represents the potential difference between the electrodes whose capacitance
  is measured,
- $\varepsilon(x, y)$ and $\phi(x, y)$ represent respectively the distribution of electric permittivity
  and electric potential,
- $\Gamma$ – represents the electrode surfaces.

The inverse problem is trying to estimate the permeability distribution on the
basis of the measured capacity set. In practice the linearized mathematical model can be
simplified to the relationship [1, 2]:

$$C = \frac{Q}{V} = \frac{1}{V} \int \varepsilon(x, y) \nabla \phi(x, y) \, d\Gamma.$$
\[ SG = C + r, \]  

where \( G \) is the \( n \times 1 \) vector of standardized sought permeability; \( C \) represents the \( m \times 1 \) vector of normalized capacity; \( r \) is the \( m \times 1 \) vector representing the measurement noise; \( S \) is an \( m \times n \) matrix, called the sensitivity matrix, which is determined by the relationship [3, 4, 5]:

\[
S_{i,j}(x, y) = - \int_{p(x,y)} \frac{E_i(x, y) E_j(x, y)}{V_i V_j} \, dx \, dy, \tag{3}
\]

where \( S_{i,j}(x, y) \) defines the sensitivity between the \( i \)-th and \( j \)-th electrode at a point (or pixel) \( p(x,y) \); \( E_i(x, y) \) is the distribution of the electric field intensity in the area where the \( i \)-th electrode is connected to the voltage source \( V_i \).

Depending on the research centre, various measurement protocols are used and therefore different ways of selecting the \( i \) and \( j \) indexes. According to equation (2) the measurement and capacity calculations are the essence of the imaging algorithm. In field theory, there are three basic methods for determining the capacity [11].

3. THREE WAYS OF DETERMINING THE CAPACITY

3.1. Capacity determination using Gauss’ law

The capacitance definition is:

\[
C = \frac{Q}{U} \tag{4}
\]

where \( Q \) is the electric charge on the surface of the electrode, and \( U \) is the voltage between the electrodes. The electric charge is calculated using Gauss’ law:

\[
Q = \int_{\mathcal{S}} \vec{D} \cdot d\vec{s} \tag{5}
\]

As a result we receive the following formula:

\[
C = \left| \frac{1}{U} \int_{\Gamma} \varepsilon \frac{\partial \phi}{\partial n} d\Gamma \right| \tag{6}
\]

At this point there is a problem: if the marginal effects are not taken into account an error of up to 9%, and more than 20% in 3D cases, can occur. [9, 13]. Please note that in ECT there are many electrodes located close to each other, therefore marginal effects play a significant role.
Despite this fact, this method is used in most imaging algorithms. Only in [3] was the method of determining the capacity on the basis of energy used. In the finite element method, which is commonly employed, the energy functional is minimized so capacitance can be much more accurately and easily determined compared to the electrostatic field intensity. The last quantity is determined by numerical differentiation, and this introduces significant calculation errors. It is important to bear in mind marginal effects, which, due to generally modest discretization, can be very influential, especially in 3D cases.

3.2. Capacity determination on the basis of the energy stored in an electrostatic field

The energy stored in the electrostatic field is calculated from the formula [3,11]:

$$W = \int \int \int \frac{\varepsilon E^2}{2} \, dv = \frac{CU^2}{2}$$

Let us remember that, for example in FEM, the energy functional is minimized, so energy can be determined as a primary quantity and therefore much more accurately, as opposed to the previous method [10].

3.3. Capacity determination on the basis of the field image

The idea of this method is to treat the sufficiently small sub-areas defined by intersecting equipotential and field lines as flat capacitors. These small capacitors have a width $\Delta y_{ij}$ and a distance between the capacitor plates $\Delta x_{ij}$. 
The capacity of a single layer (between the equipotential lines, see Fig. 2) is the sum of the capacity of the cells lying in that layer (parallel capacitor connection).

$$C_{ij} = \frac{\varepsilon_0 l \Delta y_{ij}}{\Delta x_{ij}}$$  \hspace{1cm} (8)

where $M$ is the number of cells lying in the layer.

The total capacity is equal to the inverse of the sum of the inverse of the capacitance layer (serial connection).

$$C = \frac{1}{\sum_{i=1}^{N} \frac{1}{C_{ij}}}$$  \hspace{1cm} (10)

where $N$ – number of layers.

### 3.4. The choice of the method for determining capacity

The third way is not very practical because it does not offer the possibility to create an automatic algorithm, and therefore it is not taken into account. So, we have to choose one of the other two methods. Which one should we choose? Which method is more accurate, and less demanding of computing resources?

As far as accuracy is concerned, based on the laboratory tests presented in [11], the level of error in the energy method can be estimated to reach 1.5%. However, the definitional method, where the error may reach 9%, is even less accurate, due to the marginal effects or discretization.

Of course, these rates of error are approximate depending on the problem. Also, as already mentioned, the energy is a primary quantity and does not require additional transformations. Despite this, many authors unfortunately choose a definitional method!
4. ELECTRICAL IMPEDANCE TOMOGRAPHY AND ELECTRICAL CAPACITANCE TOMOGRAPHY – MATHEMATICAL SIMILARITIES

4.1. Forward problem

Electrical properties such as conductivity $\sigma$ [S/m] and electrical permittivity $\varepsilon$ [F/m] define the behaviour of a material under the influence of an external electric field. For example, conductive materials have high conductivity $\sigma$ for both DC and AC. Dielectric materials have a high permittivity, allowing only alternating current. Consider a complex function of conductivity:

$$\gamma(x, \omega) = \sigma(x) + i \omega \varepsilon(x), \quad i = \sqrt{-1},$$

where $x$ is a positional vector in a 2D space depending on coordinates $x, y,$ and $\omega$ is the pulsation.

A forward problem solution involves solving the Laplace equation for the EIT:

$$\text{div}(\gamma \ \text{grad} \varphi) = 0,$$

with Dirichlet boundary conditions on the attachment points of the current electrodes and Neumann boundary conditions on the rest of the boundary.

If $\omega = 0$, then we are dealing with resistive tomography, and when the imaginary part of complex conductivity is much larger than its real part (resistivity) and is capacitive, then the electrical impedance tomography acts as capacitive tomography.

In practice three terms are used: impedance tomography which refers to resistive tomography, capacitive tomography and induction, or eddy current, tomography, also called magnetic tomography by some authors. All three kinds of tomography are included in the group of impedance tomography, just having different characters: resistive, capacitive or inductive.

In the rest of the article we will use the algorithm suitable for impedance tomography (resistive tomography), therefore to simplify the text we can introduce a material factor $k(x, y)$, which will represent resistivity (or in practice conductivity) and in other cases it will represent the permittivity $\varepsilon$.

The solution of the Laplace equation is equivalent to finding the minimum of the functional of form [10]:

$$F(\varphi) = \frac{1}{2} \int_{\Omega} k(x, y) |\text{grad} \varphi|^2 \ d\Omega,$$

where $k(x, y)$ represents a material factor $\gamma$ or $\varepsilon$. 
This is to determine the minimum of the functional of the variable \( \varphi \). Using the finite element method this means calculating nodal values corresponding to the stationary point \( F(\varphi) \). This point is reached when the nodal values of \( \varphi \) satisfy the relation:

\[
\frac{\partial F}{\partial \varphi} = \sum_{i=1}^{Me} \frac{\partial F^{(i)}}{\partial \varphi_i} = 0,
\]

where \( Me \) is the number of finite elements, \( i = 1, 2, ..., M \), and \( M \) is the number of nodes in the area.

After constructing the matrices that correspond to the equations of the individual finite elements, a system of \( M \) equations with \( M \) nodal values is created. In the analyzed area, there are \( q = 2 \) nodes, where the potential is described by the Dirichlet boundary conditions. Eliminating from the system of equations the variables which describe nodal potentials and satisfy the Dirichlet boundary conditions, the system of \( M-2 \) equations and \( M-2 \) variables \( \varphi \) gives the following formula [7, 9, 13]:

\[ Y\varphi = b \] (15)

This set of equations is called the equation of state. It should also be emphasized that for each position of the current electrodes \( j = 1, 2, ..., p \), the equation of state has a different form.

4.2. Sensitivity analysis

The objective function is defined as the root mean square error value of the image construction [9]:

\[
\Phi = \sum_{j=1}^{p} \Phi_j = 0.5 \sum_{j=1}^{p} \left( f_j - v_{0j} \right)^T \left( f_j - v_{0j} \right) = 0.5 \left( [F] - [V_0] \right)^T \left( [F] - [V_0] \right)
\]

(16)

where:

- \( v_{0j} \) – the measured voltage vector for the \( j \)-th position \((j=1, 2, ..., p)\) of the power source of \( nd \) degrees of freedom,
- \( f_j \) – the calculated voltage vector (based on the density distribution obtained in the current iteration step) for the \( j \)-th position of the power source,
- \( \Phi_j \) – the objective function for the \( j \)-th position of the power source,
- \( \Phi \) – the total objective function calculated for all positions,
- \( [V_0] = [v_{01}, v_{02}, ..., v_{0p}]^T \),
- \( [F] = [f_1, f_2, ..., f_p]^T \).
The value of the objective function, for the established set of measurement data, depends on the matrix $[F]$, which is determined by analyzing a forward problem. $[F]$ is not only a function of the vector $\gamma$, but also a function of the position of the power sources.

The gradient of the scalar objective function in relation to elements of the decision variable vector $\gamma$ is given by the following formula:

$$
\frac{\partial \Phi}{\partial \gamma} = \frac{\partial}{\partial \gamma} \sum_{j=1}^{p} \Phi_j = \sum_{j=1}^{p} \frac{\partial \Phi_j}{\partial \gamma},
$$

(17)

and

$$
\frac{\partial \Phi_j}{\partial \gamma} = \left[ \frac{\partial \Phi_j}{\partial \gamma_1}, \frac{\partial \Phi_j}{\partial \gamma_2}, ..., \frac{\partial \Phi_j}{\partial \gamma_n} \right]^T.
$$

(18)

The objective function is an implicit function of the decision variable vector $\gamma$.

$$
\gamma = [\gamma_1, \gamma_2, ..., \gamma_n]^T.
$$

(19)

The gradient of the objective function with respect to the vector $\gamma$ has the form:

$$
\left[ \frac{\partial \Phi_j}{\partial \gamma} \right] = \left[ \frac{\partial \Phi_j}{\partial \varphi_j} \right] \left[ \frac{\partial \varphi_j}{\partial \gamma} \right],
$$

(20)

where:

$$
\left[ \frac{\partial \Phi_j}{\partial \varphi_j} \right] = \left[ \frac{\partial \Phi_j}{\partial \varphi_{j1}}, \frac{\partial \Phi_j}{\partial \varphi_{j2}}, ..., \frac{\partial \Phi_j}{\partial \varphi_{j(M-q)}} \right].
$$

(21)

and:

$$
\left[ \varphi_j \right] = \left[ \varphi_{j1}, \varphi_{j2}, ..., \varphi_{jm} \right]^T.
$$

(22)

$$
\left[ \frac{\partial \varphi_j}{\partial \gamma} \right] = \left[ \begin{array}{ccc}
\frac{\partial \varphi_{j1}}{\partial \gamma_1} & \frac{\partial \varphi_{j1}}{\partial \gamma_2} & \cdots & \frac{\partial \varphi_{j1}}{\partial \gamma_{(M-q)}} \\
\frac{\partial \varphi_{j2}}{\partial \gamma_1} & \frac{\partial \varphi_{j2}}{\partial \gamma_2} & \cdots & \frac{\partial \varphi_{j2}}{\partial \gamma_{(M-q)}} \\
\vdots & \vdots & \ddots & \vdots \\
\frac{\partial \varphi_{j(M-q)}}{\partial \gamma_1} & \frac{\partial \varphi_{j(M-q)}}{\partial \gamma_2} & \cdots & \frac{\partial \varphi_{j(M-q)}}{\partial \gamma_{(M-q)}} \\
\frac{\partial \varphi_{j(M-q)}}{\partial \gamma_1} & \frac{\partial \varphi_{j(M-q)}}{\partial \gamma_2} & \cdots & \frac{\partial \varphi_{j(M-q)}}{\partial \gamma_{(M-q)}} \\
\end{array} \right].
$$

(23)
The basic problem in determining the vector \( \frac{\partial \Phi_j}{\partial \gamma} \) is to determine the term \( \frac{\partial \Phi_j}{\partial \gamma} \) described by formula (23). These derivatives can be obtained by testing the absolute sensitivity of the equation of state for the individual decision variables [9].

To do this, it is necessary to make a differentiation on both sides of the equation of state \( Y \Phi = b \) for the \( j \)-th position of the current electrodes in terms of material factors \( \gamma \):

\[
\begin{bmatrix} Y_j \end{bmatrix} \begin{bmatrix} \frac{\partial \Phi_j}{\partial \gamma} \end{bmatrix} + \frac{\partial}{\partial \gamma} \left( \begin{bmatrix} Y_j \end{bmatrix} \begin{bmatrix} \Phi_j \end{bmatrix} \right) = \begin{bmatrix} \frac{\partial b_j}{\partial \gamma} \end{bmatrix},
\]

(24)

where \( \Phi_j \) is the state vector of the previous iteration, the components of which are treated as constant expressions in the partial derivative.

The matrix \( \begin{bmatrix} Y_j \end{bmatrix} \) is non-singular, so you can make the transformation:

\[
\begin{bmatrix} \frac{\partial \Phi_j}{\partial \gamma} \end{bmatrix} = \left( \begin{bmatrix} Y_j \end{bmatrix} \right)^{-1} \left( \begin{bmatrix} \frac{\partial b_j}{\partial \gamma} \end{bmatrix} - \frac{\partial}{\partial \gamma} \left( \begin{bmatrix} Y_j \end{bmatrix} \begin{bmatrix} \Phi_j \end{bmatrix} \right) \right),
\]

(26)

After the substitution of (26) to (20), the following equation is received:

\[
\begin{bmatrix} \frac{\partial \Phi_j}{\partial \gamma} \end{bmatrix} = \left( \begin{bmatrix} Y_j \end{bmatrix} \right)^{-1} \left( \begin{bmatrix} \frac{\partial b_j}{\partial \gamma} \end{bmatrix} - \frac{\partial}{\partial \gamma} \left( \begin{bmatrix} Y_j \end{bmatrix} \begin{bmatrix} \Phi_j \end{bmatrix} \right) \right).
\]

(27)

Denoting by \( \lambda_j \):

\[
\lambda_j = \begin{bmatrix} \frac{\partial \Phi_j}{\partial \Phi_j} \end{bmatrix} \left( \begin{bmatrix} Y_j \end{bmatrix} \right)^{-1} = \left( \begin{bmatrix} Y_j \end{bmatrix} \right)^{-1} \left[ \frac{\partial \Phi_j}{\partial \gamma} \right]^T = \left[ \begin{bmatrix} Y_j \end{bmatrix} \right]^{-1} \left[ \frac{\partial \Phi_j}{\partial \gamma} \right]^T = \left[ \begin{bmatrix} Y_j \end{bmatrix} \right]^{-1} \left[ \frac{\partial \Phi_j}{\partial \gamma} \right]^T.
\]

(28)

Left multiplying the above relation by \( \begin{bmatrix} Y_j \end{bmatrix} \) we receive:

\[
\begin{bmatrix} Y_j \end{bmatrix} \lambda_j = \begin{bmatrix} Y_j \end{bmatrix} \left( \begin{bmatrix} Y_j \end{bmatrix} \right)^{-1} \left[ \frac{\partial \Phi_j}{\partial \gamma} \right]^T.
\]

(29)
This is the adjoint equation to the equation of state (12), and \( \lambda_j \) is the adjoint vector to the state vector for the \( j \)-th position of the electrodes \( \varphi_j \).

The adjoint variable \( \lambda \) method involves solving the adjoint equation in relation to the adjoint vector and using this vector to compute the gradient of the objective function with respect to elements of the decision variable vector.

The construction of the adjoint does not require too many numerical operations. The left side of this equation is the same as the equation of state, therefore the designation of the adjoint vector, reduced state matrix \( Y_j \) from equation (15), is used, which is determined by solving the forward problem.

4.3. Calculation of the first expression member for the gradient of the objective function

In order to determine the right side of the adjoint equation (3.49) it is necessary to differentiate the objective function for the \( j \)-th position of the power supply relative to the nodal potential vector \( \varphi_j \):

\[
\frac{\partial \Phi}{\partial \varphi_j} = 0.5 \left( \sum_{i=1}^{n_j} \left( f_{ji} - v_{0,ji} \right)^2 \right)
\]

Assuming that the electrodes are indicated by sequential natural numbers \( k = 1, 2, \ldots, 2 \), (from the first voltage electrode, next to the current electrode attached to a voltage source, in a clockwise direction), the derivative of the objective function with respect to the potential of the \( l \)-th node belonging to the electrode number \( k \) is:

\[
\frac{\partial \Phi}{\partial \varphi_{jl}} = \begin{cases} f_{jk} - v_{0,jk}, & \text{for } k = 1; \\ f_{jk} - v_{0,jk} - (f_{j,k-1} - v_{0,j,k-1}), & \text{for } k = 2, \ldots, 13; \\ - (f_{j,k-1} - v_{0,j,k-1}), & \text{for } k = 14; \end{cases}
\]

where:

- \( \frac{\partial \Phi_j}{\partial \varphi_{jl}} \) - \( l \)-th element of vector \( \frac{\partial \Phi_j}{\partial \varphi_j} \),
- \( f_{jk} \) - \( k \)-th element of vector \( f_j \),
- \( v_{0,jk} \) - \( k \)-th element of vector \( v_{0j} \).

For all other nodes (which are not connected to the voltage electrodes) \( \frac{\partial \Phi_j}{\partial \varphi_{jl}} = 0 \).
4.4. Physical interpretation of the adjoint variable $\lambda$

By analogy with the equations of state we can conclude that the adjoint equation is created by an approximation of the Poisson equation with respect to adjoint variable $\lambda$, using the finite element method:

$$\text{div} \ (k \ \text{grad} \ \lambda) = -\mu. \quad (32)$$

The function $\mu$ of the source in equation (32) is different from zero only in the nodes of the heterogeneous Dirichlet boundary condition type. In the other part of the right side of the adjoint equation it is equal to zero.

On this basis one can conclude that the value of the function of the source of the adjoint equation represents the mismatch between the values of the measured potentials and the appropriate potentials calculated in this iteration of the optimization. In the final stage of calculating, the value of the function of the source $\mu$ should approach zero. This occurs when the electrical conductivity calculated in the designated iteration step corresponds to the real distribution of electrical conductivity in the analyzed object.

In the case of impedance tomography the source of the adjoint variable is located on the edge of the area, therefore the method for adjoint variable sensitivity analysis can be called the boundary method. This will require precise approximation of the edge of the area.

The distribution of the adjoint variable for four successive power source positions (where the powered electrodes are adjacent) is shown in Figure 3.

![Figure 3](image)

**Fig. 3. Adjoint variable images in two cases, for the approximation of polygonal chain lines (left) and the stepped line (right)**

For imaging purposes, it is best to use elements of a shape corresponding to the pixel elements i.e. square ones, where dielectric permittivity is changing inside the element interior [10]. This approach to area discretization has many advantages including:

- the ability to map any shape without additional effort (although the edges will be described by a stepped function),
- significant acceleration of the forward problem solution by use of identical elements for the discretization,
- relatively easy isoparametric square element symbolic integration.
Unfortunately, there are also some disadvantages of this type of discretization – the stepped approximation of the edge area increases errors in solving the adjoint state. This has a significant impact on the determination of the direction of improvement. Figure 3 shows equipotential lines for the adjoint variable $\lambda$ for the first four positions of the energy source in the case of an approximation made using polygonal chain lines. When the lines are smooth, symmetry is maintained relative to the supply system and the surface representing the distribution of $\lambda$ is smooth (see Fig. 4).

If, for discretization, a square element is used, the edge of the area is approximated by a stepped line. This has a significant impact on the behaviour of the equipotential line adjoint variable $\lambda$ (Fig. 3).

The problems associated with the approximation of the edge may be largely mitigated by increasing the discretization (a stepped curve will then adhere better to the contours of the analyzed area). However this increases the number of decision variables and, therefore, makes the calculation time longer. Such an approach only alleviates the problem but does not solve it completely.
5. CONCLUSIONS

The article presents a new approach to the imaging algorithm in Electrical Capacitance Tomography. Motivation for this was provided by the work on hybrid tomography at the Netrix company led by T. Rymarzyk [7, 8]. The advantages and disadvantages of the proposed method are presented in table 1.

**TABLE 1**
Advantages and disadvantages of the proposed imaging method

<table>
<thead>
<tr>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simplified hybridization of electrical impedance tomography (EIT) and electrical capacitance tomography (ECT)</td>
<td>A slower imaging algorithm, at present not applicable to dynamic process imaging (in some applications, it is irrelevant – static images are sufficient)</td>
</tr>
<tr>
<td>The ability to integrate the measurement electrodes for the EIT and ECT</td>
<td>Sensitivity analysis required</td>
</tr>
<tr>
<td>Easier and probably faster acquisition of measured quantities</td>
<td>If during the sensitivity analysis a adjoint variable is used the boundary curves have to be precisely approximated.</td>
</tr>
<tr>
<td>Simpler electronic hardware</td>
<td></td>
</tr>
<tr>
<td>Easier discretization with a smaller number of nodes due to the shape of the electrodes</td>
<td></td>
</tr>
<tr>
<td>The possibility of applications in closed metal channels, excluding those for explosive medium transportation.</td>
<td></td>
</tr>
</tbody>
</table>
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